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Abstract—We consider the problem of predicting link formation in Social Learning Networks (SLN), a type of social network that forms when people learn from one another through structured interactions. While link prediction has been studied for general types of social networks, the evolution of SLNs over their lifetimes coupled with their dependence on which topics are being discussed presents new challenges for this type of network. To address these challenges, we develop a time-series prediction methodology that uses a recurrent neural network architecture to pass network state between time periods, and that prediction methodology that uses a recurrent neural network. To address these challenges, we develop a time-series link prediction methodology that uses a set of features describing architecture to pass network state between time periods, and that prediction methodology that uses a recurrent neural network. To address these challenges, we develop a time-series link prediction methodology that uses a set of features describing architecture to pass network state between time periods, and that prediction methodology that uses a recurrent neural network.

Predicted in advance? Such predictions would enable several new ways of improving forum experiences, e.g., encouraging early formation of groups of learners who are expected to frequently communicate, or recommending that learners respond to newly-posted questions that they are expected to answer/contribute to later. Predicting how these links develop, however, poses many challenges unique to SLN. For one, unlike social networking sites with clearly defined relationships between nodes (e.g., friendships), links in a discussion forum are more ambiguous [5]. Moreover, whether two users will interact likely depends not only on their social “closeness,” but also on whether they are interested in discussing similar topics. Further, the topology of a course’s SLN will evolve substantially throughout its duration, starting from the extreme case of no observable network when the course starts.

To address these challenges, we develop a time-series link prediction methodology that uses a set of features describing learner pairs in an SLN and how the SLN evolves over time. We evaluate our method on data collected from four MOOC discussion forums. We then investigate how our methodology can be used to make recommendations that may enhance the timing and quality of replies to questions.

I. INTRODUCTION

Online education has exploded in popularity over the past few years, with estimates of up to 80% of students having taken an online course [1]. This growth has not been without challenges, however; online learning has raised concerns about its apparent lack of quality control, extraordinarily low teacher-to-student ratios, and scarcity of high-quality teachers [2].

One way course providers have attempted to mitigate these problems is by establishing online forums where students can learn from each other, compensating for a lack of personalized instruction by posting questions, replying with answers, and otherwise exchanging ideas. Massive Open Online Courses (MOOCs), as well as Q&A sites like Quora and StackOverflow, rely on forums extensively, generating a plethora of data about how users interact with one another online for learning purposes. Data-driven studies on the Social Learning Networks (SLN) emerging from these forums have analyzed the benefits of social learning [3], and have also proposed methods for e.g., instructor analytics [4] and news feed personalization [5] towards the ultimate goal of improving learning outcomes.

In this work, we are motivated by the following research question: Can link formation between learners in an SLN be predicted in advance? Such predictions would enable several new ways of improving forum experiences, e.g., encouraging early formation of groups of learners who are expected to frequently communicate, or recommending that learners respond to newly-posted questions that they are expected to answer/contribute to later. Predicting how these links develop, however, poses many challenges unique to SLN. For one, unlike social networking sites with clearly defined relationships between nodes (e.g., friendships), links in a discussion forum are more ambiguous [5]. Moreover, whether two users will interact likely depends not only on their social “closeness,” but also on whether they are interested in discussing similar topics. Further, the topology of a course’s SLN will evolve substantially throughout its duration, starting from the extreme case of no observable network when the course starts.

To address these challenges, we develop a time-series link prediction methodology that uses a set of features describing learner pairs in an SLN and how the SLN evolves over time. We evaluate our method on data collected from four MOOC discussion forums. We then investigate how our methodology can be used to make recommendations that may enhance the timing and quality of replies to questions.

A. Related Work

The link prediction problem has been studied extensively in the context of online social networks, due to its usefulness in generating recommendations for e.g., friendships or interactions (see [6] for a survey). Several methods have been proposed for this problem, with earlier algorithms based on unsupervised approaches and more recent ones using supervised methods. In terms of unsupervised methods, [7] proposed using features based on node proximity and properties, while [8] applied a hierarchical network model to predict missing connections. On the other hand, supervised approaches have included a supervised random walk algorithm using labels to increase the likelihood of traversing formed links [9], while [10], [11] derived features from exogenous sources and trained models on them to predict future link formation. Unlike these works, in our supervised models we consider characteristics unique to Social Learning Networks: Potential dependence on discussion topics, and the need for time-series modeling.

Other works on online social networks have considered problems related to link formation, e.g., predicting the strength/repetition (rather than existence) of future links [12]–
[14] or predicting link types [15], [16]. The methods used and developed include linear regression/classification on network features and user demographics [13], [15], latent variable modeling of learner interaction frequencies [12], factor graph models [16], and dynamic models to account for the disappearance and strengthening of links over time [14]. Our models utilize some similar network features, but we consider the different prediction objective of pinpointing when links will form. In fact, given its high observed quality (up to 80% AUC), we consider a time-series version of [12] as a potential model.

Some recent works have focused on other research questions about various types of SLNs, e.g., MOOCs [1], [5], [17], Q&A sites [2], [18], and enterprise social networks [19]. Our work is perhaps most similar to [1], [17] in that we study prediction for SLNs. The prediction objectives in these other works, however, are fundamentally different than our focus of predicting interactions between learners: they seek to predict course grades via video-watching behaviors [1] and course completion via learner post and reply frequencies [17].

B. Our Methodology and Contributions

In this paper, we develop time-series link prediction algorithms for an SLN that consider both the network structure and latent learner post characteristics. Fig. 1 summarizes the main components of our methodology. The first part is feature engineering, in which the SLN is extracted from the discussion data (Sec. II-A) and transformed into a set of features for prediction (Sec. II-B). We define three groups of features for each pair of learners: (i) Neighborhood-based features that are determined from common neighborhoods, (ii) Path-based features based on paths between learners, and (iii) Post-based features that are determined from latent topic analysis of learner posts. In quantifying the SLN, a key question we address is what exactly constitutes a link between two learners [5], which must be inferred from the forum data.

The second component in Fig. 1 is the prediction model (Sec. II-C). We consider two different models: (i) Bayesian networks, and (ii) Long-Short Term Memory (LSTM) Recurrent Neural Network (RNN) units. The success of Bayesian models in static link prediction problems [12] motivates us to consider their performance in the time-evolving SLN setting. We develop our core methodology around LSTM, though, because its gating mechanisms can account for long term dependencies between actions [20], allowing it to pass network state across time intervals. As shown in Fig. 1, at each time $i$, our prediction model is updated using the SLN state from $i-1$ and the new features at $i$, which results in the predictions for time $i+1$. To our knowledge, the methodology we develop around the neural network architecture is the first to encapsulate the time-evolving nature of an SLN.

To assess the quality of our models, we train and evaluate the Bayesian and neural network predictors on four MOOC discussion forums, using an unsupervised method as a baseline (Sec. III). Through our evaluation, we also generate the three types of analytics in the third component of Fig. 1; one of these is feature importance, which quantifies how important specific features and groups of features are to the prediction. Additionally, we consider the application of our method to recommending link formation (Sec. IV), which involves analyzing how the features relate to response timing and quality.

From the evaluation and associated analytics, our three key findings and contributions are as follows:

- We show that our time-series neural network algorithm obtains substantial improvements over other models for each dataset, with AUCs above 0.75 and up to 0.97.
- We show that while the neighborhood-based features are the most important for link prediction quality, path and post-based features also have a significant impact.
- We find that certain features that have significant positive correlations with link formation have negative associations with response quality, and vice versa.

This last point on opposing directions of correlation indicates that response time and quality are two competing objectives in SLN link recommendation. Thus, in addition to developing the first method for link prediction in SLNs, we also give direction for what components link recommendations should be based on to ultimately improve learning experiences (Sec. V).

II. LINK PREDICTION MODEL

In this section, we formalize our prediction model. We first quantify an SLN from forum data (Sec. II-A) and define the particular features that are used as model inputs (Sec. II-B). We then introduce prediction methods (Sec. II-C) and briefly overviewing our training procedures (Sec. II-D).

A. SLN Graph Model

In order to define our features, we must first describe how an SLN and link creation are inferred from online forum data. **Online forums.** An online forum is typically comprised of a series of threads, with each thread in turn being comprised of
We let \( a \) and \( b \) denote one or more posts. Each post is written by a single user. A post, in turn, can have one or more comments attached to it. Given the observation that SLN forum users do not abide by the designation of post vs. comment consistently [5], we will not distinguish between them, instead referring to them both as posts. This structure of thread posts is depicted in Fig. 2.

Quantifying SLN link creation. We let \( T \) denote a given thread in an online forum and use \( p_n \in T \) to denote the \( n \)th post created in a course, made by user \( u \) at time \( t_n \). This post will contain a body of text \( x_n \) written by \( u \). A link \((u,v)\) is observed between learner \( u \) and another learner \( v \) if, at a later time \( t_{n'} > t_n \), \( v \) writes a post \( p_{n'} \) in the same thread. We use this as the criterion for establishing the link \((u,v)\) in the SLN because it signifies the fact that learner \( u \) and learner \( v \) have exchanged ideas and interacted in the same thread.

To model the evolution of an SLN, we group its posts into different time intervals. To this end, let \( T_c = t_N - t_1 \) be the time elapsed between the first \( p_1 \) and last \( p_N \) posts made in a forum. We divide all posts in this forum into \( L \) equally spaced intervals of length \( m_L = T_c / L \). Formally, we say that post \( j \) will belong to interval \( i \) iff \( t_j \in (t_i + (i-1) \cdot m_L, t_i + i \cdot m_L) \).

We use \( y_{uv}(i) \) as an indicator variable for the formation of link \((u,v): y_{uv}(i) = 1 \) if a link between \( u \) and \( v \) has been created in any interval \( 1, ..., i \leq L \) and \( y_{uv}(i) = 0 \) otherwise. Thus, as in most social networks [9][11], links persist over time in our SLN model. The SLN graph structure in any given interval \( i \) is then comprised of nodes corresponding to the learners \( u \) and edges \((u,v)\) corresponding to links between them. For the purpose of predicting future responses, we consider this interaction to be bidirectional, i.e., the resulting SLN is an undirected graph. Formally, we define \( G(i) = [y_{uv}(i)] \) as the binary adjacency matrix of the SLN during interval \( i \); since links are bidirectional, \( G(i) \) is symmetric.

Fig. 3 visualizes \( G(i) \) at two points in time for one of our datasets. We see that although it maintained the same qualitative structure, \( G(i) \) visibly evolved as the course progressed, suggesting the potential benefit of time-series modeling.

B. SLN Features

We now define our features, computed for each learner pair \((u,v), u \neq v \) for each time \( i = 1, ..., L \). These quantities serve as the inputs to our prediction algorithms in Sec. II-C.

Neighborhood-based features. These features, as well as the next group, are extracted from the topology of the graph. Letting \( N(G) \) be the set of nodes in the SLN \( G \) and \( \Gamma_u(i) \subseteq N(G) \) denote the set of neighbors of \( u \) at time \( i \), the neighborhood-based features qualitatively measure the “similarity” of \( u \) and \( v \)'s neighborhoods [7]. They are quantified as follows:

1) Jaccard coefficient (Ja): \( |\Gamma_u(i) \cap \Gamma_v(i)| / \left(|\Gamma_u(i)| + |\Gamma_v(i)| - |\Gamma_u(i) \cap \Gamma_v(i)| \right) \)

2) Adamic-Adar index (Ad): \( \sum_{n \in \Gamma_u(i) \cap \Gamma_v(i)} 1 / \log |\Gamma_n(i)| \)

3) Resource allocation index (Re): \( \sum_{n \in \Gamma_u(i) \cap \Gamma_v(i)} 1 / |\Gamma_n(i)| \)

4) Preferential attachment score (Ps): \( |\Gamma_u(i)| \cdot |\Gamma_v(i)| \)

We let \( b_{uv}(i) \) denote the vector of these features for pair \((u,v)\) at time \( i \). Note that a larger value of each of these features, roughly speaking, indicates that \( u \) and \( v \) share more common, low degree neighbors than they do with others.

Path-based features. These features measure the proximity of \( u \) and \( v \) in the SLN at time \( i \). They are as follows:

5) Shortest path length (Lp): The length of the shortest path between \( u \) and \( v \) at time \( i \).

6) Number of paths (Np): The number of shortest paths (i.e., of length Lp) between \( u \) and \( v \) at time \( i \).

We let \( a_{uv}(i) \) denote the vector of these features. Note that as Lp decreases, \( u \) and \( v \) become more closely connected, while a larger Np indicates more redundancy in these paths.

Post-based features. Besides topology-based attributes, learners’ interests in different course topics will also influence their probability of forming links in an SLN. In particular, we would expect those with similar topic interests to be more likely to post in the same thread, i.e., form links. We thus compare the topics of different learners’ posts to compute another feature that shows the learners’ similarity in interests.

To do this, we let \( d_n = (d_{n,1}, d_{n,2}, ... \) be the sequence of word indices for post \( n \) from the dictionary of all course words \( X = x_1 \cup x_2 \cup \cdots \). We then apply an appropriate natural language processing algorithm across the \( d_n \) to extract a set of latent topics \( K \) and to model each post \( p_n \) as different combinations of these topics, arriving at \( v_n = \{v_{n,k} | k \in K\} \) where \( v_{n,k} \) is the proportion of \( p_n \) made up of topic \( k \). With this in hand, for each post \( p_n \) we choose \( k_n = \arg \max_{k \in K} v_{n,k} \).
i.e., the topic with highest proportion, to serve as a main topic for \( p_n \). Then, for each learner, we obtain the set of main topics across their posts through time \( i \) as \( \mathcal{K}_n(i) = \{ k_n | n \in \mathcal{P}_n(i) \} \), where \( \mathcal{P}_n(i) \) is the set of posts written by learner \( n \) through time \( i \). With this, we define the last feature:

7) Number of common topics (\( \cap \alpha \)):

\[
[K_u(i) \cap K_v(i)]
\]

We use \( u_{uv} \) as the time-series version of \( \cap \alpha \), i.e., the number of common topics discussed by \( u \) and \( v \) through \( i \).

C. Link Prediction Algorithms

Fig. 4 summarizes our algorithm architecture. At each time \( i \), the input for a given pair \(( u, v)\) of users is the feature vector \( e_{uv}(i) = [b_{uv}(i), a_{uv}(i), c_{uv}(i)] \) defined in Sec. II-B, while the target output is the link state \( y_{uv}(i) \in \{0, 1\} \). The model of the latent state \( z_{uv}(i) \) for each algorithm is described next.

Bayesian model. The Bayesian Network (BNet) model [12] defines the probability density of \( z_{uv}(i) \) as a Gaussian:

\[
P(z_{uv}(i)|e_{uv}(i)) = \mathcal{N}(w^T e_{uv}(i), \sigma^2)
\]

(1)

where \( w \) is weight vector to be estimated when the model is trained, and \( \sigma^2 \) is the variance (fixed to 0.5 in this work following [12]). From this, \( y_{uv}(i) \) is estimated according to

\[
P(y_{uv}(i) = 1|z_{uv}(i)) = \sigma(\phi^T z_{uv}(i) + b)
\]

(2)

where \( \phi \) and \( b \) are a vector and scalar, respectively, to be estimated during training, and \( \sigma(\cdot) \) is the logistic function.

Neural network model. One potential limitation of the Bayesian model is that while \( z_{uv} \) varies over time based on \( e_{uv} \), it is not directly evolving from its previous states. This could be important to modeling an SLN for a number of reasons, particularly so that the predictor could respond to sudden changes in the input relative to the prior state. This may occur, for example, when the topic of the course shifts, which could be reflected in a sudden change in \( c_{uv}(i) \).

To capture this property, we introduce a time-series model based on LSTM Recurrent Neural Networks (NNet), which have noted success in capturing dependencies over long time periods [20]. We first define \( d_{uv}(i) = [e_{uv}(i), h_{uv}(i - 1)]^T \) as a summary of the inputs to the model at time \( i \), where \( h(0) = 0 \) and \( h(i - 1) \) is the output vector from the previous time. We then define interaction gate, relationship gain gate, and relationship fading gate vectors at each time interval \( i \) as

\[
g_{uv}(i) = \varphi(W_g d_{uv}(i) + b_g), \quad i_{uv}(i) = \sigma(W_i d_{uv}(i) + b_i), \quad f_{uv}(i) = \sigma(W_f d_{uv}(i) + b_f)
\]

(3)

respectively. Here, \( \varphi(\cdot) \) and \( \sigma(\cdot) \) are the tanh and sigmoid functions, respectively, and the matrices \( W_g, W_i, \) and \( W_f \) as well as the vectors \( b_g, b_i, \) and \( b_f \) contain parameters that are estimated during the model training procedure. By these definitions, the interaction vector \( g \) will contain new candidate values from \( d_{uv}(i) \), the gain gate \( i \) will specify the degree to which the input values in \( d_{uv}(i) \) will be used in updating \( z \) (the latent cell state), and the fading gate \( f \) indicates the degree to which prior elements from \( z \) will be used in the new state. Formally, \( z_{uv} \) is updated as

\[
z_{uv}(i) = g_{uv}(i) \odot i_{uv}(i) + z_{uv}(i - 1) \odot f_{uv}(i),
\]

(4)

where \( \odot \) denotes element-wise matrix multiplication. We then use an output gate \( o \) to determine the factor to which each element of \( z \) should be used in the definition of \( h \):

\[
o_{uv}(i) = \sigma(w_d d_{uv}(i) + b_o), \quad h_{uv}(i) = \sigma(z_{uv}(i) \odot o_{uv}(i))
\]

(5)

With this, \( y_{uv}(i) \) is estimated as

\[
P(y_{uv}(i) = 1|z_{uv}(i)) = \sigma(h_1(i))
\]

(6)

where \( h_1(i) \) is the first element of \( h(i) \). Note that \( g, i, f, o, z \) and \( h \) are each vectors of the same dimension \( N \).

D. Model Parameter Training

We now briefly sketch the methods that we use to estimate each model’s parameters. This is performed during the training/evaluation procedures described in Sec. III. For more details, refer to our online technical report [21].

Bayesian model. Given \( y_{uv}(i) \) and \( e_{uv}(i) \) in a training dataset, we wish to estimate the model variable \( z_{uv}(i) \) for each \( i \) and parameters \( w, \phi, \) and \( b \). Following [12], we first define the log-likelihood function of (2) using the definition of \( z_{uv}(i) \) in (1), and then use Newton-Raphson iterations to find the parameters that optimize the log-likelihoods. We update the parameters found at each Newton-Raphson step until convergence.

Neural network model. We use the standard backpropagation through time (BPTT) algorithm proposed by [22] to infer the model parameters \( W_g, W_i, W_f, W_o, b_g, b_i, \) and \( b_o \). We apply the dropout operator only to the non-recurrent connections [23] and use AdaDelta, an adaptive learning rate method.

III. MODEL EVALUATION AND ANALYTICS

In this section, we describe our datasets (Sec. III-A), metrics (Sec. III-B), and prediction model evaluation (Sec. III-C). We then examine the model components (Secs. III-D & III-E).

A. Description of Datasets

We scraped the discussion forum data from four MOOCs on Coursera: “Machine Learning” (ml), “Algorithms: Design and Analysis, Part 1” (algo), “English Composition I” (comp), and “Shakespear in Community” (shake). We chose these datasets to capture a variety of course types and sizes, and to ensure that they were diverse in terms of the topics discussed. Each dataset contains a table of background information on the four MOOC online forum datasets. The title, beginning date (m/dd/yy), duration (weeks), number of users, threads, learner pairs, and posts by the end, and number of time instances \( L_1 \) and \( L_2 \) used in evaluation are given for each.

<table>
<thead>
<tr>
<th>Forum</th>
<th>Title</th>
<th>Beginning</th>
<th>Duration</th>
<th>Users</th>
<th>Threads</th>
<th>Learner pairs</th>
<th>Posts</th>
<th>( L_1 )</th>
<th>( L_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ml</td>
<td>Machine Learning</td>
<td>4/29/13</td>
<td>12</td>
<td>4263</td>
<td>4217</td>
<td>73315</td>
<td>25481</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>algo</td>
<td>Algorithms: Design and Analysis I</td>
<td>9/22/14</td>
<td>13</td>
<td>3013</td>
<td>4656</td>
<td>50666</td>
<td>16276</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>comp</td>
<td>English Composition I</td>
<td>7/01/13</td>
<td>8</td>
<td>1862</td>
<td>1256</td>
<td>20883</td>
<td>8255</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>shake</td>
<td>Shakespeare in Community</td>
<td>4/29/15</td>
<td>5</td>
<td>958</td>
<td>1389</td>
<td>66217</td>
<td>7484</td>
<td>10</td>
<td>16</td>
</tr>
</tbody>
</table>

TABLE I: Background information on the four MOOC online forum datasets.
shortest paths between learners are both negatively associated
The length
(i) Infrequent short paths: We make a few observations from these statistics:
(ii) Low-degreed shared neighbors: In order of increasing SNR, Ja, Ad and Re are each positively associated with link formation. Each of these measures the common neighborhood of two learners, with increasing penalty placed on the degrees of these neighbors (i.e., Ja does not include degree at all, while Re is inversely proportional to it). The fact that Re has the highest SNR, then, implies that shared neighbors with fewer links are more prone to facilitate link formation.
(iii) Topology vs. post properties: Pr and To are both positively associated with link formation, as one would expect: those with higher degrees (Pr) and focusing on similar topics (To) should be more likely to interact in the discussions. Surprisingly, though, these features have lower SNRs than the other neighborhood-based features, indicating that the network topology drives link formation in an SLN more than individual learner properties like tendency to post and topic interest. However, we will see in Sec. III-E that To alone is actually more useful to our tuned link prediction model than is the combination of both path features.
(iv) Quantitative vs. humanities: Pr is higher in comp and shake (particularly shake) than in ml and algo. This is consistent with humanities courses tending to invite more open-ended discussions, whereas quantitative courses have questions requiring explicit answers [5]. More learners would then be motivated to post in the forums of humanities courses—in fact, such participation may be a course requirement—leading to more links forming. Table I confirms this intuition.

B. Model Evaluation Procedure
To evaluate the models proposed in Sec. II, we use the following training procedure, metrics, and baseline.

Training and testing. Following Sec. III-A, we again consider the link sets $G(L)$ and $G^c(L)$. In the $k$th iteration of training/testing, we draw a random sample $G^k(L)$ of size $|G(L)|$ from $G^c(L)$. Then, we randomly select 80% of the links from $G(L)$ and $G^k(L)$ as the $k$th training set $\Omega^k$, and use the other

courses to include a diverse set of subjects, two quantitative in nature and two in the humanities. Table I gives basic statistics of the four datasets.

In what follows, we describe the SLNs in terms of the features in Sec. II-B. We make several observations on associations with link formation before using them for prediction.

Topic extraction. To obtain the post similarities $c_{uv}(i)$, we must first extract the topics $\mathcal{K}$ and distributions $d_\nu$ for each post. We do so with Latent Dirichlet allocation (LDA), a generative model for extracting topics from a set of documents [24]. In our application, we view each post as a separate “document,” since learners are likely to discuss many distinct topics over time. Prior to building the dictionary $\mathcal{X}$, all URLs, punctuations, and stopwords are removed from each post’s text $x_\nu$, and all words are stemmed. Table II summarizes the topic extraction results for each dataset using $|\mathcal{K}| = 20$ topics; the the top three words shown for the five topics that have the highest supports across posts. With this value of $|\mathcal{K}|$, the topics are reasonably disjoint but high broad supports.

Feature correlations. Letting $\Omega = \{(u, v) : u, v \in \mathcal{N}(G), u \neq v\}$, i.e., all possible learner pairs in the SLN, we define two subsets of $\Omega$: $G(L)$, which is the set of formed links at the final time $i = L$ (i.e., with $y_{uv}(L) = 1$), and $G^c(L) = \Omega \setminus G(L)$, the complement graph of un-formed links (i.e., $y_{uv}(L) = 0$). Note from Table I that $|G^c(L)| \gg |G(L)|$ for each dataset: most learners are never linked. Thus, to obtain a comparison of the features corresponding to formed and unformed links, we do the following: (i) for $G(L)$ we compute $b_{uv}(L)$, $a_{uv}(L)$, and $c_{uv}(L)$ for all $(u, v) \in G(L)$, while (ii) for $G^c(L)$ we draw five random samples of size $|G(L)|$, compute the features for each sample, and average the results.

Table III summarizes the distributions of the formed (top row) and unformed (bottom row) link groups, with the top 5% of outliers removed.1 We show the means and standard deviations (s.d.) of each feature for both groups, as well as the signal-to-noise ratio (SNR) for each feature. The SNR measures how effectively a feature can distinguish between the two groups, with a higher magnitude indicating more efficacy [25]. We make a few observations from these statistics: (i) Infrequent short paths: The length $L_p$ and number $N_p$ of shortest paths between learners are both negatively associated with link formation. The result in $L_p$ is consistent with the intuition that learners who are closer together (i.e., smaller

---

1The variances across the random samplings of un-formed links are omitted because they were less than 1% of the means.

---

<table>
<thead>
<tr>
<th>$k$</th>
<th>Support</th>
<th>Top-3 words</th>
<th>$k$</th>
<th>Support</th>
<th>Top-3 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.18%</td>
<td>code correct answer</td>
<td>1</td>
<td>14.00%</td>
<td>test case code</td>
</tr>
<tr>
<td>2</td>
<td>8.76%</td>
<td>learn machin ng</td>
<td>2</td>
<td>7.60%</td>
<td>program python language</td>
</tr>
<tr>
<td>3</td>
<td>7.53%</td>
<td>post code threads</td>
<td>3</td>
<td>6.93%</td>
<td>algorithm class compt</td>
</tr>
<tr>
<td>4</td>
<td>6.25%</td>
<td>octav the work</td>
<td>4</td>
<td>6.27%</td>
<td>problem lectur set</td>
</tr>
<tr>
<td>5</td>
<td>5.42%</td>
<td>network layer neural</td>
<td>5</td>
<td>5.84%</td>
<td>question answer problem</td>
</tr>
</tbody>
</table>

---

(a) ml
(b) algo
(c) comp
(d) shake

TABLE II: Summary of the top five topics extracted by LDA for each online discussion forum. For each course, the topics tend to be reasonably disjoint, with the exception of common words.
To explain the fraction of predictions over all time that are correct. For performance. First, we compute the overall Accuracy (ACC), or use three metrics to evaluate prediction performance. (m) the neighborhood-based features Re and Ac1 have the strongest correlations with link formation, while the topic-based To tends to have the least. 

\[
\frac{L}{L} \sum_{i \leq j} \mathbb{1}\{ |\tilde{y}_{uv} - y_{uv}| \leq \epsilon \}
\]

for iteration \( k \), where \( \Omega^L_k \subset \Omega^L \) is the set of links in the test set that will eventually form. We compute the mean and standard deviation of each metric across three evaluation iterations. 

**Baseline.** We include one algorithm as a benchmark for the Bayesian and neural network models. Choosing the feature from Table III most associated with link formation, we follow [9] and turn Re into an unsupervised predictor. To do this, we compute Re for each \((u, v) \in \Omega^f \) at time \( i \), normalize the vector of values to \([0, 1]\), and use this as \( \hat{y}_{uv}(i) \).

**C. Performance Evaluation**

Table IV gives the overall performance of the baseline, Bayesian, and neural network models in terms of the AUC and ACC metrics (we discuss the TAC metric in Sec. IV-A), for the default number of intervals \( L \) in Table I. Overall, we see that the neural network model outperforms the other predictors in 6 of the 8 cases across the metrics and datasets, reaching AUCs between 0.71 and 0.97 and ACCs between 0.90 and 0.94. The ACC of the baseline is nearly random, but it performs better in terms of AUC when averaging across different thresholds; in fact, in terms of AUC, the baseline outperforms the Bayesian model in 3 of the 4 cases. The relatively low performance of the Bayesian model confirms the hypothesis from Sec. II that the evaluation of the state of an SLN between different time periods is important to predicting learner interactions, an aspect which the LSTM neural network includes.

Table V shows how the performance of the neural network model varies based on the number of time intervals \( L_1 \) and \( L_2 \). In each case, we also show how the metrics vary between considering predictions over all intervals \( i = 1, \ldots, L \) (the default, as in Table IV) versus just considering the final time \( i = L \). Notice that the less granular set of time intervals \( L_1 \) obtain higher AUC than \( L_2 \) in each case of interval set and metric (except \( i = L \) for shake), up to a 0.08

\[
\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]

where \( \tilde{y}_{uv}(i) \in \{0, 1\} \) is the binary prediction made based on \( \hat{y}_{uv}(i) \) and \( \mathbb{1} \) is the indicator function. Second, we compute the Area under the ROC Curve (AUC), which assesses the tradeoff between true and false positive rates for a classifier

**TABLE III:** Summary statistics – SNR, mean and standard deviation (s.d.) – for the network features of the two link groups. The top row of both of these sets as the \( k \)th test set \( \Omega^L_k \). Following [26], this sampling ensures that the prediction algorithms are not biased towards predicting only the links that never form, since the prediction accuracies on the formed and non-formed links count equally towards the overall performance.

In each of the \( k \) iterations, we consider each time \( i = 1, \ldots, L \) sequentially. At time \( i \), the model parameters are estimated considering each pair \((u, v) \in \Omega_k^f \) using the procedures in Sec. II-D. Then, for each \((u, v) \in \Omega_k^f \), the inputs are used to make a prediction \( y_{uv}(i) \in \{0, 1\} \) of the link state \( y_{uv}(i) \). Note that we manually tune the number of hidden dimensions in \( z \) for each course, arriving at \( N = 10, 12, 15, \) and \( 10 \) for ml, algo, comp, and shake respectively.

**Metrics.** We use three metrics to evaluate prediction performance. First, we compute the overall Accuracy (ACC), or the fraction of predictions over all time that are correct. For iteration \( k \), it is obtained as:

**TABLE IV:** Performance of the time series neural network model on each dataset, for two different numbers of intervals \( L \) and two different sets of intervals \( i = 1, \ldots, L \)(i.e., all) vs. \( i = 1 \)(i.e., the final). The less granular \( L \) obtains higher performance in the majority of cases, while performance on intervals varies between courses.

\[
\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]

where \( \tilde{y}_{uv}(i) \in \{0, 1\} \) is the binary prediction made based on \( \hat{y}_{uv}(i) \) and \( \mathbb{1} \) is the indicator function. Second, we compute the Area under the ROC Curve (AUC), which assesses the tradeoff between true and false positive rates for a classifier

**TABLE V:** Performance of the time series neural network model on each dataset, for two different numbers of intervals \( L \) and two different sets of intervals \( i = 1, \ldots, L \)(i.e., all) vs. \( i = 1 \)(i.e., the final). The less granular \( L \) obtains higher performance in the majority of cases, while performance on intervals varies between courses.

\[
\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]

where \( \tilde{y}_{uv}(i) \in \{0, 1\} \) is the binary prediction made based on \( \hat{y}_{uv}(i) \) and \( \mathbb{1} \) is the indicator function. Second, we compute the Area under the ROC Curve (AUC), which assesses the tradeoff between true and false positive rates for a classifier

\[
\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]

where \( \tilde{y}_{uv}(i) \in \{0, 1\} \) is the binary prediction made based on \( \hat{y}_{uv}(i) \) and \( \mathbb{1} \) is the indicator function. Second, we compute the Area under the ROC Curve (AUC), which assesses the tradeoff between true and false positive rates for a classifier
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\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]

where \( \tilde{y}_{uv}(i) \in \{0, 1\} \) is the binary prediction made based on \( \hat{y}_{uv}(i) \) and \( \mathbb{1} \) is the indicator function. Second, we compute the Area under the ROC Curve (AUC), which assesses the tradeoff between true and false positive rates for a classifier

\[
\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]

where \( \tilde{y}_{uv}(i) \in \{0, 1\} \) is the binary prediction made based on \( \hat{y}_{uv}(i) \) and \( \mathbb{1} \) is the indicator function. Second, we compute the Area under the ROC Curve (AUC), which assesses the tradeoff between true and false positive rates for a classifier

\[
\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]

where \( \tilde{y}_{uv}(i) \in \{0, 1\} \) is the binary prediction made based on \( \hat{y}_{uv}(i) \) and \( \mathbb{1} \) is the indicator function. Second, we compute the Area under the ROC Curve (AUC), which assesses the tradeoff between true and false positive rates for a classifier

\[
\frac{1}{|\Omega^L_k|} \sum_{(u,v) \in \Omega_k^L} \sum_{i=1}^{L} \mathbb{1}\{ |\tilde{y}_{uv}(i) - y_{uv}(i)| \}
\]
increase for \text{comp} (on \( i = 1, \ldots, L \)). A more granular value, as in \( L_2 \), gives the model access to more frequently updated features; while ensuring up-to-date inputs to the predictor, it also requires pinpointing the time of link formation more precisely, leading to worse performance overall.

Notice that for \text{algo}, the AUC taken across all intervals in Table V is substantially better than that on the final interval for either case of \( L \), while the opposite is true for \text{comp}. This indicates that \text{links that never form may have more discernible features in the composition course}, given that the AUC improves when considering the question of whether links form or not rather than when they form. This result is consistent with our observations on feature correlations in Sec. III-A: humanities courses tend to have larger learner neighborhoods and more formed links, indicating that unformed links may have particularly distinct characteristics. Like \text{algo}, the other quantitative course \text{ml} also shows a sligt improvement when considering all links, but so does \text{shake}. However, \text{shake} also has above 0.95 AUC in each case, indicating high overall predictability, consistent with the feature SNR values in Table III having highest magnitude for this course.

\subsection*{D. Time-Series Variable Evolution}

We next consider an example of how the LSTM model parameters specified in Sec. II-C evolve over time. By examining the relationship fading gate \( f \) in particular, we are able to see how the inputs from time interval \( i - 1 \) affect the model output at time interval \( i \), i.e., how much information is carried over from interval to interval. To do so, we choose a link \((u, v) \in G(L)\) at random from \text{comp}, and feed \( e_{uv}(i) \) into the trained model for \( L = 23 \) to generate the predictions \( y_{uv}(i) \). The prediction has high accuracy on the chosen link, which forms within one time interval of when it is predicted to form.

The neuron activation values for the gates \( g, i, f, o \) and the state \( z \) and output \( h \) are shown in Fig. 5. The vertical axis is the vector dimension (i.e., neuron number), and the horizontal is the time instance \( i \). A few of the input gate dimensions \( g \) change at about the time the link is formed (around \( i = 17 \)). These changes propagate through the network, causing the output \( h \) as well as some dimensions of the intermediate gates \( f, i, \) and \( o \) to change around here as well, thus forming an accurate prediction. The fact that \( i \) and \( f \) tend to take extreme values indicates that the input \( g \) and prior state \( z \) components are either fully passed or blocked.

We also observe that several dimensions in \( z \) evolve gradually over time, with several non-zero dimensions in \( f \) passing information across multiple time periods. This result helps explain why the neural network performs better than the Bayesian model: passing information from one time interval to another increases the prediction quality compared to only updating the input features at each time interval.

\subsection*{E. Feature Importance Analysis}

Recall in Sec. II-B that we define three groups of features: (i) Neighborhood-based \text{b} (Nei), which quantify the overlap between learner neighborhoods, (ii) Path-based \text{a} (Path), which are the length and number of shortest paths, and (iii) Post-based \text{c} (Post), or the similarity in what learners discuss. To complement the correlation analysis in Table III that was done for each feature individually, we now analyze the contribution of each feature type to the LSTM prediction quality, by evaluating it using different input feature combinations.

Table VI shows the results for \( L_1 \) time periods (for \( L_2 \), see our technical report [21]). None of the combinations reach the performance of the original model with all input variables in Table IV, indicating that each feature group contributes to the prediction quality. The \text{Nei + Path} and \text{Nei + Post} combinations show the highest overall performance across all four forums, though, indicating that the \text{Nei} features contribute the most, consistent with them having the highest SNRs in Table III.

If we compare the individual feature groups, we generally find that the \text{Nei} features perform the best, followed by \text{Post}, and then \text{Path}. This ordering of \text{Post} and \text{Path} is opposite of the SNR magnitudes from Table III: here, the single feature \text{To} outperforms the combined impact of \text{Path}. Given that Table III is concerned with the eventual formation of links but not the time at which they form, we conjecture that in the absence of \text{Nei}, \text{Post} is more important to pinpointing the time of link formation while \text{Path} is more important to whether they form at all. After all, the timing of particular topic coverage should influence when learners interested in those topics connect.
IV. RECOMMENDING LINK FORMATION

SLN interaction prediction can improve learning experiences in several ways. In this section, we consider the application of our methodology to link recommendation. We first show that our input features can be used to recommend early formation and eventual reconnection of links (Sec. IV-A), and then explore their relationship with post quality (Sec. IV-B).

A. Early Detection of Link Formation

While our evaluation in Sec. III-C considers the ability of the models to predict link formation in the next time interval, it does not consider links that will form earlier or later. These cases, however, can be of import to learners: if we can predict in advance which learners may form connections, then we can encourage them to connect sooner, which may lead to faster support for learners who are interested in learning topics.

To study these cases, we evaluate the TAC metric from Sec. III-B for our neural network model, i.e., we measure whether learners are more willing to act on recommendations in these cases since they induce less prediction. This may indicate that the learners would benefit from re-connecting on the current topic later.

To study these cases, we evaluate the TAC metric from Sec. III-B for our neural network model, i.e., we measure whether links form within a given window $w$ of when they are predicted to. Fig. 6 shows the TAC values as $w$ is increased from 0 to $L$ for both $L$. The sharp increase of each TAC curve for small $w$ indicates that many links form close to when they are predicted to form, reinforcing our observations of model quality from other performance metrics in Sec. III-C. A window of $w = 2$ on $L_1$, for example, is already sufficient for all forums to reach a TAC of 0.5 or above. On the other hand, there are still a substantial number of links with large $w$, which implies that these predictions present a significant opportunity to recommend early formation of links (when predictions are early) and potential times for learners to reconnect (when predictions are late). Though there is less room for change on links with smaller $w$, learners may be more willing to act on recommendations in these cases since they induce less modification to actual behavior [5]; after all, a learner may be reluctant to reach out to others on the basis of outdated threads or on the assumption that they will eventually collaborate.

B. Analyzing Post Response Quality

Learners’ experiences in online forums are affected by not only the speed of replies, but also by whether the replies actually answer their questions and/or facilitate further discussion. To this end, we now analyze how the SLN features in our model are associated with the quality of post replies, to see whether the recommendations based on the method in Sec. IV-A would be consistent with higher quality links.

Since “quality” can be subjective, we use two different possible measures. First, we consider the votes $s_{v \rightarrow u}$ that learner $v$ has amassed on all responses $u$ made to posts of learner $u$. By considering the net votes (up-votes minus down-votes), we capture other learners’ judgements of the response quality. Second, we consider the length $l_{v \rightarrow u}$ in words of the replies from $v$ to $u$, following proxies of quality in other works [5]. To obtain $s_{v \rightarrow u}$ and $l_{v \rightarrow u}$, let $P_v$ and $P_u$ be the set of posts made by $v$ and $u$, and let $T(n)$ be the thread in which $p_n$ appears. We obtain $P_{v \rightarrow u} = \{p_n \in P_v : \exists p_m : p_m \in P_u, p_m \in T(n), t_n > t_m\}$, i.e., the subset of posts made by $v$ that occur in the same thread after $t_m$. Then, $l_{v \rightarrow u} = \sum_{p_n \in P_{v \rightarrow u}} |x_n|$ and $s_{v \rightarrow u} = \sum_{p_n \in P_{v \rightarrow u}} s_n$, where $s_n$ is the net votes on $p_n$.

We perform two linear regressions across $(u, v) \in \Omega$ with the features $e_{uv}(L)$ as independent variables and $s_{v \rightarrow u}$ and $l_{v \rightarrow u}$ as the targets. Table VII shows the resulting coefficients; they are all statistically significant with $p$-values < 0.01. Note that, in each course except for ml, each feature has the same direction of correlation with respect to the two quality measures. For instance, when a learner $u$ posts, those learners $v$ that have higher $Re$ with $u$ tend to provide longer answers that receive more votes. This strong, positive correlation with $Re$ is also consistent with the SNR values for link formation in Table III. Similarly, the topic feature $To$ is in most cases positively correlated with both post quality and link formation.

For the other features, however, we find opposite trends between feature associations in Table VII and Table III. The other neighborhood-based features $Ja$ and $Ad$ tend to be negatively correlated with both quality metrics, whereas they are positive predictors of link formation. This difference with $Re$ indicates that when common neighbors themselves have smaller degrees, this is more likely to facilitate higher quality links, whereas neighbors with high degrees may encourage more, lower quality responses. Also, while path-based features $Lp$ and $Np$ are negatively associated with link formation, they are positively associated with quality: learners who are closer together in the SLN (lower $Lp$) are more likely to respond to
TABLE VII: Regression results between SLN features and two quality measures. A * indicates a significance of p < 0.01. For each feature, the direction of correlation tends to be consistent between measures, but contrasting to those for link formation in Table III.

Each other, but the highest quality answers have a tendency to come from learners further away in the network.

Overall, these results indicate that response time and quality are two competing objectives for a link recommendation system. Such a system, then, may include two separate predictors: the one developed in Sec. II that can lead to enhanced response times, and another that predicts the quality of responses across learners to encourage the participation of experts.

V. CONCLUSION AND FUTURE WORK

In this paper, we developed a time-series methodology for predicting link formation in a Social Learning Network (SLN). Our algorithm uses neighborhood-based, path-based, and post-based quantities between learners as modeling features. Through evaluation on four discussion forums from Massive Open Online Courses (MOOCs), we demonstrated that our neural network-based model obtains superior quality over both a Bayesian model and an unsupervised baseline, indicating that passing model state between time periods is critical for the link prediction problem in SLN. By examining the contribution of each type of input feature, we also confirmed that while the neighborhood-based features are most important, they each contribute significantly to model quality.

While our work establishes an initial framework and results for link prediction in SLNs, many avenues remain for exploring the challenges of link prediction in this new type of online social network. One is additional feature engineering: other features that we did not consider—such as learners’ background knowledge, level of education, and post frequency—may also be associated with link formation, and may allow further improvements in link prediction quality. Another is additional evaluation variants: the results found here can be compared with other types of time series predictors and other types of SLN, e.g., those on Q&A sites. Last but not least is forum implementation: we showed how our method can be used as the basis for a link recommendation system to improve learner experiences, but our analyses indicated that such a system would benefit from an additional predictor for post quality.
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